
Crash Course
Can (Under Attack) Autonomous Driving

Beat Human Drivers?

Francesco Marchiori1, Alessandro Brighente1, Mauro Conti1,2

1University of Padova, Italy
2TU Delft, Netherlands





Adversarial Attacks

marchiori@acsw:~/crash-course/introduction$ 2/21

Clean Input Sample 
Xc

Cat



Adversarial Attacks

marchiori@acsw:~/crash-course/introduction$ 2/21

Perturbation
Clean Input Sample 

Xc

Cat



Adversarial Attacks

marchiori@acsw:~/crash-course/introduction$ 2/21

Perturbation
Clean Input Sample 

Xc

Cat

Adversarial Sample 
Xa

Dog



Adversarial Attacks

marchiori@acsw:~/crash-course/introduction$ 2/21

Perturbation
Clean Input Sample 

Xc

Stop

Adversarial Sample 
Xa

50 km/h 
limit





Transferability

marchiori@acsw:~/crash-course/introduction$ 4/21

Sample

Class 2
Class 1

Dataset

Model

🛑 Stop

1) Feeding the model



Transferability

marchiori@acsw:~/crash-course/introduction$ 4/21

Sample

Class 2
Class 1

Dataset

Model

1) Feeding the model

Adversarial Sample2) Generate the 
adversarial 
sample using 
gradient feedback 
from the model

🛑 Stop



Transferability

marchiori@acsw:~/crash-course/introduction$ 4/21

Sample

Class 2
Class 1

Dataset

Model

1) Feeding the model

Adversarial Sample

⚠ 50 km/h limit

3) I can attack the 
model used to 
generate the 
adversarial sample

🛑 Stop



Transferability

marchiori@acsw:~/crash-course/introduction$ 4/21

Sample

Class 2
Class 1

Dataset

Model

1) Feeding the model

Adversarial Sample

Class 2

Class 1
Dataset

Victim Model

🛑 Stop



Transferability

marchiori@acsw:~/crash-course/introduction$ 4/21

Sample

Class 2
Class 1

Dataset

Model

1) Feeding the model

Adversarial Sample

Class 2

Class 1
Dataset

Victim Model

Transferability:
It is the property to transfer 

among different models
🛑 Stop



Autonomous Tasks

marchiori@acsw:~/crash-course/introduction$ 5/21

Lane 
keeping

Object 
recognition

Autonomous 
driving



Threat Scenarios

marchiori@acsw:~/crash-course/introduction$ 6/21

Datasets Models Attacks



"Research" Question

marchiori@acsw:~/crash-course/introduction$ 7/21

🤖 >?🧍



"Research" Question

marchiori@acsw:~/crash-course/introduction$ 7/21

🤖 >?🧍
How much 

automation?
How much knowledge 

for the attacker?
Which aspects are 
more impacted?
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● Evaluation of vulnerabilities of 
autonomous driving
○ All levels of automation
○ Different attacker scenarios

● Realistic threat model
○ Differences between adversarial attacks 

assumptions and real attackers
● Requirements identification

○ Attacks
○ Countermeasures
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● Level 1 - Partial Assistance
○ Limited functionality (steering or 

accelerating)
○ Restricted attack surfaces

● Level 2 - Partial Automation
○ Augmented functionality (steering and 

accelerating)
○ Exploiting interaction

/

+
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● Level 3 - Conditional Automation
○ Still requires driver attention
○ Challenges during handover
○ More attack surfaces to be exploited

● Level 4 / Level 5
○ Important to have architecture 

confidential
○ Ethical considerations to be exploited for 

malicious purposes
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● Security by obscurity?
○ Model knowledge is critical for attack 
○ Dependent on other factors (e.g., data, 

balance)
● Operational Design Domains (ODDs)

○ Defining operating conditions
○ Safe engage of autonomous components

● Threat modelling
○ Crucial to define attacker's assumptions
○ Targeted defenses (e.g., adversarial 

training)
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● Empirical validation
○ Testbed (simulated) 
○ Multiple adversarial challenges
○ Feasibility and practicality

● Adaptability of AI systems to 
different adversarial strategies
○ Diverse level of SAE automation
○ Targeted countermeasures
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